INNOVATIVE TEACHING

Faculty Name : Dr. C. G. HEMAMALINI, Professor,

Department of Civil Engineering, J.N.N.

College of Engineering, Shivamogga.

Method —1: SEMINAR ASSIGNMENTS :

Faculty : Dr. C. G. Hemamalini, Assistant Professor, Department of Civil Engineering, J.N.N.
College of Engineering, Shivamogga.

15CV71 - Municipal and Industrial Waste Water Engineering
Seminar on Assignment
7™ Sem — Batch 2015-19

Topic - Disposal standards of different industrial effluents

The students of final year were given the assignment topic of disposal standards of
different industrial effluents covering the different industries namely dairy industry,
cement industry, pharmaceutical industry, petrochemical industry, textile industry,
tannery industry, sugar industry, distillery industry, paint industry etc. The presentation
includes process flow chart of industry, treatment methods and disposal standards.
They presented using power point projection and submitted the write up in the
assignment book.
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INNOVATIVE TEACHING

Faculty Name : Mr. SHASHIKUMAR M. HIREMATH
Assistant Professor, Department of Civil
Engineering, J.N.N. College of Engineering,
Shivamogga.

Method : ON-SITE TEACHING:

Faculty : Mr. Shashikumar M. Hiremath., Assistant Professor, —
Department of Civil Engineering, J.N.N. College of Engineering, Shivamogga.

15CV71 : Municipal and Industrial Wastewater Engineering
7" Sem — Batch 2016-20

Topic — Sewage Treatment Plant Process and Treatment Units

Final year 7" sem students were taken to the Sewage Treatment Plant of capacity 200
KLD site functioning within the campus of J.N.N. College of Engineering, Shivamogga on 27-09-
2019. Students were made practically familiarise with the physical, chemical and biological
treatment units and their functioning. Also a phytoremedian system of capacity 5KLD installed
beside the STP is also visited by the students to be demonstrated practically the low cost

treatment method for sewage using plants like cattail, water hyacinth, etc.
Yy 4 ’ b b ""; 3
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Method — 111 : DEMONSTRATION THROUGH WORKING MODELS:

Faculty : Dr. C. G. Hemamalini, Assistant Professor, Department of Civil Engineering, J.N.N.
College of Engineering, Shivamogga.

17CV33 - FLUID MECHANICS
DEMO IN FM LAB
3" Sem — Batch 2017-21

Topic — Demo on pressure and discharge measuring devices

The students of second year were taken to FM lab to explain about the principles of
working of pressure measuring devices namely piezometer, differential manometer and
pressure gauge and discharge measuring devices namely Venturimeter and Orifice
meter. Also, they were shown different types of notches and orifice.
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INNOVATIVE TEACHING
Method : LIVE DEMO TEACHING

Offline Faculty : Mr. Shashikumar M. Hiremath, Assistant
Professor, , Department of Civil Engineering,
J.N.N. College of Engineering, Shivamogga.

5" Semester ‘B’ Section, B.E. (Civil) Students (2022-23) were taken to In campus Sewage
Treatment Plant JNNCE on November. 29" and December 1% . 2022. The visit was to
demonstrate the live treatment processes and working of wastewater treatment units onsite.
The contents delivered are for the course Municipal Wastewater Engineering (18CV55). This

type of onsite teaching will help students to interact with real time understanding of the contents.

18CV55 — MUNICIPAL WASTEWATER ENGINEERING
ONSITE TEACHING
5" Sem — Batch 2020-24

Topic — Sewage Treatment Plant Units and their Function
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Method — 1V : FLIPGRID ASSIGNMENT :

Faculty : Dr. C. G. Hemamalini, Assistant Professor, Department of Civil Engineering, J.N.N.

College of Engineering, Shivamogga.

4th semester B Sec students (2018-19) have given the model making event on 26-02-2019 as

assignment for the course Applied Hydraulics (17CV43). An online account in the flipgrid is

created and added the students to post their model videos. Also they presented their models in

the lab. Following link is for public access in our college website. https:/flipgrid.com/caalca54

17CV43 - FLUID MECHANICS
MODEL MAKING EVENT
4" Sem — Batch 2017-21

Topic — Hydraulic Structures
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INNOVATIVE TEACHING
Method : ONSITE TEACHING

Offline Faculty : Mr. Shashikumar M. Hiremath, Assistant
Professor, , Department of Civil Engineering,
J.N.N. College of Engineering, Shivamogga.

5th
Treatment Plant JNNCE on January, 11™

students to interact with real time understanding of the contents.

18CV55 — MUNICIPAL WASTEWATER ENGINEERING
ONSITE TEACHING
5" Sem — Batch 2019-23

Topic — Wastewater Treatment Plant Units and their Function

Semester ‘B’ Section, B.E. (Civil) Students (2021-22) were taken to In campus Sewage

2022. The visit was to demonstrate the live treatment
processes and working of wastewater treatment units onsite. The contents delivered are for the

course Municipal Wastewater Engineering (18CV55). This type of onsite teaching will help

Page 17 of 18



INNOVATIVE TEACHING

Faculty Name : Mr. BHUVAN KUMARV. S.,
Assistant Professor, Department of Civil Engineering,
J.N.N. College of Engineering, Shivamogga.

Method : ON-SITE TEACHING:

Faculty : Mr. Bhuvan Kumar V. S., Assistant Professor, Department of Civil Engineering, J.N.N.
College of Engineering, Shivamogga.

15CV61 : Construction Management and Entrepreneurship
6" Sem — Batch 2015-19

Topic — Construction Stages and Materials Management

Students are taken to the ongoing construction project sites/construction materials vendor
shops for practical demonstration of various construction stages, material management, to

gather information about the market values of the various constructional materials etc.
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INNOVATIVE TEACHING

Faculty Name : Mr. RABINANDAN J.,
Assistant Professor, Department of Civil Engineering,
J.N.N. College of Engineering, Shivamogga.

Method : ON-SITE TEACHING:

Faculty : Mr. Rabinandan J., Assistant Professor, Department of Civil Engineering, J.N.N. College
of Engineering, Shivamogga.

17CV34 — Advanced Surveying
4™ Sem — Batch 2017-21

Topic — Staking out points and Alignment using Total Station

Students are taken to the ongoing construction project sites for practical demonstration of
alignment of columns, staking out the points on the ground, surveying, various construction
stages, to gather information.
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INNOVATIVE TEACHING

Faculty Name : Dr. KARTHIKA B. S.,
Assiociate Professor, Department of Civil Engineering,
J.N.N. College of Engineering, Shivamogga.

Method : ON-SITE TEACHING:

Faculty : Dr. Karthika B. S., Assisociate Professor, Department of Civil Engineering, J.N.N. College
of Engineering, Shivamogga.

17CV34 — Basic Surveying
3" Sem — Batch 2017-21

Topic — Building Centre Line Marking

Students are taken to the ongoing construction project sites for practical demonstration of

Building centre line marking, surveying, various construction stages, to gather information.

CENTERLINE MARKING
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1. INTRODUCTION

A real-time operating system (RTOS) is an operating system (OS)
intended to serve real time application requests. It must be able to
process data as it comes in, typically without buffering delays.
Processing time requirements are measured in tenths of seconds or
shorter. Real-time operating systems have evolved over the years from
being simple executives using cyclic scheduling to the current feature-
rich operating environments. The standardization of POSIX 1003.1,
ISO/IEC 9945-1 (real-time extensions to POSIX) has contributed
significantly to this evolution, however, the specification leaves plenty
of room for individual implementations to both interpret and specialize
their RTOSs. Accordingly, there has been a proliferation of both
commercial and free RTOSs, notably, the ITRON OS, the OSEK-VDX
OS specification, commercial RTOSs like VxWorks, VRTX, LynxOS,
OSE and QNX, and free RTOSs like RT-Linux (RTAI), and Windows
CE. The goal of the work reported in this paper is to draw the real-time
systems practitioner and researcher’s attention to these choices and
bring out the similarities and differences among them.

2. DEFINITION

Real-time operating system (RTOS) is an operating system intended to
serve real time application that process data as it comes in, mostly without
buffer delay. The full form of RTOS is Real time operating system.

In a RTOS, Processing time requirement are calculated in tenths of
seconds increments of time. It is time-bound system that can be defined as
fixed time constraints. In this type of system, processing must be done
inside the specified constraints. Otherwise, the system will fail.



3. REASONS for using RTOS

Here are important reasons for using RTOS:

« It offers priority-based scheduling, which allows you to separate
analytical processing from non-critical processing.

« The Real time OS provides API functions that allow cleaner and
smaller application code.

« Abstracting timing dependencies and the task-based design results in
fewer interdependencies between modules.

« RTOS offers modular task-based development, which allows
modular task-based testing.

« The task-based API encourages modular development as a task, will
typically have a clearly defined role. It allows designers/teams to
work independently on their parts of the project.

« AnRTOS is event-driven with no time wastage on processing time
for the event which is not occur.

4. CHARACTERISTICS

A key characteristic of an RTOS is the level of its consistency concerning
the amount of time it takes to accept and complete an application’s task;
the variability is 'jitter'.

A 'hard' real-time operating system (Hard RTOS) has less jitter than a
'soft’ real-time operating system (Soft RTOS). The late answer is a wrong
answer in a hard RTOS while a late answer is acceptable in a soft RTOS.
The chief design goal is not high throughput, but rather a guarantee of

a soft or hard performance category. An RTOS that can usually or
generally meet a deadline is a soft real-time OS, but if it can meet a
deadline deterministically it is a hard real-time OS.

An RTOS has an advanced algorithm for scheduling. Scheduler flexibility
enables a wider, computer-system orchestration of process priorities, but a
real-time OS is more frequently dedicated to a narrow set of applications.
Key factors in a real-time OS are minimal interrupt latency and

minimal thread switching latency; a real-time OS is valued more for how
quickly or how predictably it can respond than for the amount of work it
can perform in a given period of time.



5. Design philosophies

An RTOS is an operating system in which the time taken to process an
input stimulus is less than the time lapsed until the next input stimulus of
the same type.

The most common designs are:

Event-driven — switches tasks only when an event of higher priority needs
servicing; called preemptive priority, or priority scheduling.

Time-sharing — switches tasks on a regular clocked interrupt, and on
events; called round robin.

Time sharing designs switch tasks more often than strictly needed, but give
smoother multitasking, giving the illusion that a process or user has sole
use of a machine.

Early CPU designs needed many cycles to switch tasks during which the
CPU could do nothing else useful. Because switching took so long, early
OSes tried to minimize wasting CPU time by avoiding unnecessary task
switching.

6. Components of RTOS
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Here, are important Component of RTOS

The Scheduler: This component of RTOS tells that in which order, the
tasks can be executed which is generally based on the priority.

Symmetric Multiprocessing (SMP): It is a number of multiple different
tasks that can be handled by the RTOS so that parallel processing can be
done.

Function Library: It is an important element of RTOS that acts as an
interface that helps you to connect kernel and application code. This
application allows you to send the requests to the Kernel using a function
library so that the application can give the desired results.

Memory Management: this element is needed in the system to allocate
memory to every program, which is the most important element of the
RTOS.

Fast dispatch latency: It is an interval between the termination of the task
that can be identified by the OS and the actual time taken by the thread,
which is in the ready queue, that has started processing.

User-defined data objects and classes: RTOS system makes use of
programming languages like C or C++, which should be organized
according to their operation.

7. Classification of Events in Real-time System

Events in a real-time System are the actions or the result of the actions that
are generated by the system or the environment. An event in a real-tie
system is either a instantaneous or may have certain duration. The
classification of events in a real-time system is based on different theories.
Once the events in real-time system are classified thereafter timing
constraints are categorized accordingly.

Classification of Events :
1. On the basis of generation :

An event in a real-time system may be generated by either system of the
environment. On this basis events are classified into two categories:



Stimulus Events —

In a real-time system, stimulus events are generated by the
environment. Stimulus events act on the computer system. Stimulus
events are aperiodic and asynchronous. These events are not generated
for a response. Stimulus events may be instantaneous or may have some
duration.

Example :

1. Typing on keyboard is a stimulus event that acts on the computer
system.
2. Measuring of temperature in a plant.

Response Events —

In a real-time system, response events are generated by the computer
system. These events act on the environment. These events are
generated in response of stimulus events. Response events may be
periodic or aperiodic. These events are generated for a response.
Response events are generally instantaneous events.

Example :

1. Alarm ringing at 4 o’clock is a response event.

2. Switching off the induction at temperature exceeding 100 degree.

2. On the basis of duration :

An event in a real-time system may be instantaneous or may have some
duration. On this basis events in a real-time system are classified into two
categories:

Instantaneous Events —

In a real-time system, instantaneous events are the events having
duration time zero. These events may be generated by the environment
or the computer system but these are generated at instant time.
Instantaneous events may be stimulus events or response events.
Example :

1. Pressing a key at a instant.

2. Display of alert notice at any instant.

Durational Events —

In a real-time system, duration events are the events having duration
time greater than zero. These events may be generated by the
environment or the computer system but these events have some
duration time. Duration events may be stimulus events or response
events.



Example :

1. Measuring of temperature is a durational event.

2. All the computational events inside computer system are durational
events.

8. Types of RTOS

RTOS
+
HARD REAL-TIVE SOFT REAL-TIME FIRM REAL-TIVE
OPERATING OPERATING OPERATING
SYSTEM SYSTEM SYSTEM

Three types of RTOS systems are:
Hard Real Time :

In Hard RTOS, the deadline is handled very strictly which means that
given task must start executing on specified scheduled time, and must be
completed within the assigned time duration.

Example: Medical critical care system, Aircraft systems, etc.
Firm Real time:

These type of RTOS also need to follow the deadlines. However, missing a
deadline may not have big impact but could cause undesired affects, like a
huge reduction in quality of a product.

Example: Various types of Multimedia applications.



Soft Real Time:

Soft Real time RTOS, accepts some delays by the Operating system. In
this type of RTOS, there is a deadline assigned for a specific job, but a
delay for a small amount of time is acceptable. So, deadlines are handled
softly by this type of RTOS.

Example: Online Transaction system and Livestock price quotation
System.

9. Terms used in RTOS

Here, are essential terms used in RTOS:

10.

Task — A set of related tasks that are jointly able to provide some
system functionality.

Job — A job is a small piece of work that can be assigned to a
processor, and that may or may not require resources.

Release time of a job — It's a time of a job at which job becomes
ready for execution.

Execution time of a job: It is time taken by job to finish its
execution.

Deadline of a job: It's time by which a job should finish its
execution.

Processors: They are also known as active resources. They are
Important for the execution of a job.

Maximum It is the allowable response time of a job is called its
relative deadline.

Response time of a job: Itis a length of time from the release time
of a job when the instant finishes.

Absolute deadline: This is the relative deadline, which also
includes its release time.

Features of RTOS

Here are important features of RTOS:

Occupy very less memory
Consume fewer resources
Response times are highly predictable



11.

Unpredictable environment

The Kernel saves the state of the interrupted task ad then determines
which task it should run next.

The Kernel restores the state of the task and passes control of the
CPU for that task.

Factors of RTOS

Performance: it is the most important factor needed to be
considered while choosing for a RTOS. As we know RTOS is a
system which gives us guarantee about the data within a given frame
of time. So it does not take care of our PC whatever is happening
with it. So we must have to keep a check on its performance.

» Unique features: A good RTS must be scalable and it has some
extra features like efficient protection of the memory of the system,
how it operates to execute commands etc.. So, we have to evaluate
these features so that our system can run effectively and efficiently.
* Your IT team: A good RTOS is that which works in the favor of
our IT team. Here, favor means reducing the labor intensity of the
team. If this intensity of the team get reduced, then the team can
concentrate on other factors. So we have to decide those RTOS,
through which our team can easily familiar with.

» Middleware: if there will be no middleware support in RTOS,
then the problem of time-consuming integration of processes will
take place. Here, middleware support means those components
which can be integrated with our RTOS.

Advantages of real time operating system

* Error free: Real time operating systems are error-free. So there is
no chance of getting an error when we are performing the task.

« Maximum Consumption: we can achieve maximum consumption
by using RTOS. It keeps all the devices active and produces more
output by making use of all the resources.

« Embedded system usage: As the programs of the RTOS are of
small size. So, we make use of RTOS in embedded systems.

» Task shifting: In RTOS, shifting time of the tasks is very small.

« 24/7 performance: RTOS is best used for those applications
which run constantly or you can say that which runs for 24 hours
and 7 days in a week. This is possible because of fewer shifting of
tasks so that it can give maximum output.



* Application focus: in RTOS, a very few tasks are managed so that
exact results can be given by the system. It gives very less
importance to those applications which are in waiting state.

12. Scheduling

In typical designs, a task has three states:

I.  Running (executing on the CPU);
ii. Ready (ready to be executed);
ii.  Blocked (waiting for an event, 1/O for example).

Most tasks are blocked or ready most of the time because generally only
one task can run at a time per CPU. The number of items in the ready
queue can vary greatly, depending on the number of tasks the system needs
to perform and the type of scheduler that the system uses. On simpler non-
preemptive but still multitasking systems, a task has to give up its time on
the CPU to other tasks, which can cause the ready queue to have a greater
number of overall tasks in the ready to be executed state (resource
starvation).

Usually, the data structure of the ready list in the scheduler is designed to
minimize the worst-case length of time spent in the scheduler's critical
section, during which preemption is inhibited, and, in some cases, all
interrupts are disabled, but the choice of data structure depends also on the
maximum number of tasks that can be on the ready list.

If there are never more than a few tasks on the ready list, then a doubly
linked list of ready tasks is likely optimal. If the ready list usually contains
only a few tasks but occasionally contains more, then the list should be
sorted by priority. That way, finding the highest priority task to run does
not require iterating through the entire list. Inserting a task then requires
walking the ready list until reaching either the end of the list, or a task of
lower priority than that of the task being inserted.

Care must be taken not to inhibit preemption during this search. Longer
critical sections should be divided into small pieces. If an interrupt occurs
that makes a high priority task ready during the insertion of a low priority
task, that high priority task can be inserted and run immediately before the
low priority task is inserted.

10
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The critical response time, sometimes called the flyback time, is the time it
takes to queue a new ready task and restore the state of the highest priority
task to running. In a well-designed RTQOS, readying a new task will take 3
to 20 instructions per ready-queue entry, and restoration of the highest-
priority ready task will take 5 to 30 instructions.

In more advanced systems, real-time tasks share computing resources with
many non-real-time tasks, and the ready list can be arbitrarily long. In such
systems, a scheduler ready list implemented as a linked list would be
inadequate.

Algorithms
Some commonly used RTOS scheduling algorithms are:

Cooperative scheduling
Preemptive scheduling
Rate-monotonic scheduling
Round-robin scheduling
Fixed priority pre-emptive scheduling, an implementation of preemptive
time slicing
Fixed-Priority Scheduling with Deferred Preemption

Fixed-Priority Non-preemptive Scheduling
Critical section preemptive scheduling

Static time scheduling
Earliest Deadline First approach
Stochastic digraphs with multi-threaded graph traversal

13. Memory allocation

Memory allocation is more critical in a real-time operating system than
In other operating systems.

First, for stability there cannot be memory leaks (memory that is
allocated but not freed after use). The device should work indefinitely,
without ever needing a reboot. For this reason, dynamic memory
allocation is frowned upon.[citation needed Whenever possible, all
required memory allocation is specified statically at compile time.
Another reason to avoid dynamic memory allocation is memory
fragmentation. With frequent allocation and releasing of small chunks of
memory, a situation may occur where available memory is divided into
several sections and the RTOS is incapable of allocating a large enough
continuous block of memory, although there is enough free memory.
Secondly, speed of allocation is important. A standard memory

11



allocation scheme scans a linked list of indeterminate length to find a
suitable free memory block,[5] which is unacceptable in an RTOS since
memory allocation has to occur within a certain amount of time.

Because mechanical disks have much longer and more unpredictable
response times, swapping to disk files is not used for the same reasons
as RAM allocation discussed above.

The simple fixed-size-blocks algorithm works quite well for
simple embedded systems because of its low overhead.

14. Intertask communication and resource Sharing

A multitasking operating system like Unix is poor at real-time tasks. The
scheduler gives the highest priority to jobs with the lowest demand on the
computer, so there is no way to ensure that a time-critical job will have
access to enough resources. Multitasking systems must manage sharing
data and hardware resources among multiple tasks. It is usually unsafe for
two tasks to access the same specific data or hardware resource
simultaneously.

There are three common approaches to resolve this problem:

I.  Temporarily masking/disabling interrupts:

General-purpose operating systems usually do not allow user programs to
mask (disable) interrupts, because the user program could control the CPU
for as long as it wishes. Some modern CPUs do not allow user mode code
to disable interrupts as such control is considered a key operating system
resource. Many embedded systems and RTOSs, however, allow the
application itself to run in kernel mode for greater system call efficiency
and also to permit the application to have greater control of the operating
environment without requiring OS intervention.

On single-processor systems, an application running in kernel mode and
masking interrupts is the lowest overhead method to prevent simultaneous
access to a shared resource. While interrupts are masked and the current
task does not make a blocking OS call, the current task has exclusive use of

12



the CPU since no other task or interrupt can take control, so the critical
section is protected. When the task exits its critical section, it must unmask
interrupts; pending interrupts, if any, will then execute. Temporarily
masking interrupts should only be done when the longest path through the
critical section is shorter than the desired maximum interrupt latency.
Typically this method of protection is used only when the critical section is
just a few instructions and contains no loops. This method is ideal for
protecting hardware bit-mapped registers when the bits are controlled by
different tasks.

ii. Mutexes

When the shared resource must be reserved without blocking all other
tasks (such as waiting for Flash memory to be written), it is better to use
mechanisms also available on general-purpose operating systems, such as
a mutex and OS-supervised interprocess messaging. Such mechanisms
involve system calls, and usually invoke the OS's dispatcher code on exit,
so they typically take hundreds of CPU instructions to execute, while
masking interrupts may take as few as one instruction on some processors.
A (non-recursive) mutex is either locked or unlocked. When a task has
locked the mutex, all other tasks must wait for the mutex to be unlocked by
its owner - the original thread. A task may set a timeout on its wait for a
mutex. There are several well-known problems with mutex based designs
such as priority inversion and deadlocks.

In priority inversion a high priority task waits because a low priority task
has a mutex, but the lower priority task is not given CPU time to finish its
work. A typical solution is to have the task that owns a mutex 'inherit' the
priority of the highest waiting task. But this simple approach gets more
complex when there are multiple levels of waiting: task A waits for a
mutex locked by task B, which waits for a mutex locked by task C.
Handling multiple levels of inheritance causes other code to run in high
priority context and thus can cause starvation of medium-priority threads.
In a deadlock, two or more tasks lock mutex without timeouts and then
wait forever for the other task's mutex, creating a cyclic dependency. The
simplest deadlock scenario occurs when two tasks alternately lock two
mutex, but in the opposite order. Deadlock is prevented by careful design.

Ii.  Message passing

The other approach to resource sharing is for tasks to send messages in an
organized message passing scheme. In this paradigm, the resource is
managed directly by only one task. When another task wants to interrogate
or manipulate the resource, it sends a message to the managing task.

13



Although their real-time behavior is less crisp than semaphore systems,
simple message-based systems avoid most protocol deadlock hazards, and
are generally better-behaved than semaphore systems. However, problems
like those of semaphores are possible. Priority inversion can occur when a
task is working on a low-priority message and ignores a higher-priority
message (or a message originating indirectly from a high priority task) in
Its incoming message queue. Protocol deadlocks can occur when two or
more tasks wait for each other to send response messages.

15. Interrupt handler and the scheduler

Since an interrupt handler blocks the highest priority task from running,
and since real-time operating systems are designed to keep thread latency
to a minimum, interrupt handlers are typically kept as short as possible.
The interrupt handler defers all interaction with the hardware if possible;
typically all that is necessary is to acknowledge or disable the interrupt (so
that it won't occur again when the interrupt handler returns) and notify a
task that work needs to be done. This can be done by unblocking a driver
task through releasing a semaphore, setting a flag or sending a message. A
scheduler often provides the ability to unblock a task from interrupt
handler context.

An OS maintains catalogues of objects it manages such as threads,
mutexes, memory, and so on. Updates to this catalogue must be strictly
controlled. For this reason, it can be problematic when an interrupt handler
calls an OS function while the application is in the act of also doing so.
The OS function called from an interrupt handler could find the object
database to be in an inconsistent state because of the application's update.
There are two major approaches to deal with this problem: the unified
architecture and the segmented architecture. RTOSs implementing the
unified architecture solve the problem by simply disabling interrupts while
the internal catalogue is updated. The downside of this is that interrupt
latency increases, potentially losing interrupts. The segmented architecture
does not make direct OS calls but delegates the OS related work to a
separate handler. This handler runs at a higher priority than any thread but
lower than the interrupt handlers. The advantage of this architecture is that
it adds very few cycles to interrupt latency. As a result, OSes which
implement the segmented architecture are more predictable and can deal
with higher interrupt rates compared to the unified architecture.lcitation
needed!
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Similarly, the System Management Mode on x86 compatible Hardware
can take a lot of time before it returns control to the operating system.

16. Timing Constraints in RTOS

Timing constraints is a vital attribute in real-time systems. Timing
constraints decides the total correctness of the result sin real-time
systems. The correctness of results in real-time system does not depends
only on logical correctness but also the result should be obtained within
the time constraint.

There might be several events happening in real time system and these
events are scheduled by schedulers using timing constraints.

Classification of Timing Constraints :

Timing constraints associated with the real-time system is classified to
identify the different types of timing constraints in a real-time system.
Timing constraints are broadly classified into two categories:

1.Performance Constraints :

The constraints enforced on the response of the system is known as
Performance Constraints. This basically describes the overall
performance of the system. This shows how quickly and accurately the
system is responding. It ensures that the real-time system performs
satisfactorily.

2. Behavioral Constraint :

The constraints enforced on the stimuli generated by the environment is
known as Behavioral Constraints. This basically describes the behavior of
the environment. It ensures that the environment of a system is well
behaved.

Further, the both performance and behavioral constraints are classified

into three categories: Delay Constraint, Deadline Constraint, and
Duration Constraint. These are explained as following below.
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1.Delay Constraint —

A delay constraint describes the minimum time interval between
occurrence of two consecutive events in the real-time system. If an event
occurs before the delay constraint, then it is called a delay violation. The
time interval between occurrence of two events should be greater than or
equal to delay constraint.

If D is the actual time interval between occurrence of two events and d is
the delay constraint, then

D>=d

0 E1 E2

Delay Constraint

2.Deadline Constraint —

A deadline constraint describes the maximum time interval between
occurrence of two consecutive events in the real-time system. If an event
occurs after the deadline constraint, then the result of event is considered
incorrect. The time interval between occurrence of two events should be
less than or equal to deadline constraint.

If D is the actual time interval between occurrence of two events and d is
the deadline constraint, then

D<=d

16



Deadline Constraint

3.Duration Constraint —
Duration constraint describes the duration of an event in real-time system.
It describes the minimum and maximum time period of an event. On this
basis it is further classified into two types:
e Minimum Duration Constraint: It describes that after the
initiation of an event, it can not stop before a certain time.
e Maximum Duration Constraint: It describes that after the
starting of an event, it must end before a certain time.

17. Basic Model of a RTOS

Real-time System is a system that is used for performing some specific
tasks. These tasks are related with time constraints and need to be
completed in that time interval.

Basic Model of a Real-time System:

The basic model of a real-time system presents the overview of all the
components involved in a real-time system. Real-time system includes
various hardware and software embedded in a such a way that the specific
tasks can be performed in the time constraints allowed. The accuracy and
correctness involved in real-time system makes the model complex. There
are various models of real-time system which are more complex and are
hard to understand. Here we will discuss a basic model of real-time system
which has some commonly used terms and hardware.

Following diagram represents a basic model of Real-time System:

17
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Sensor:

Sensor is used for the conversion of some physical events or characteristics
into the electrical signals. These are hardware devices that that takes the
input from environment and gives to the system by converting it. For
example, a thermometer takes the temperature as physical characteristic
and then converts it into electrical signals for the system.

Actuator:

Actuator is the reverse device of sensor. Where sensor converts the
physical events into electrical signals, actuator does the reverse. It converts
the electrical signals into the physical events or characteristics. It takes the
input from the output interface of the system. The output from the actuator
may be in any from of physical action. Some of the commonly used
actuator are motors and heaters.

Signal Conditioning Unit:

When the sensor converts the physical actions into electrical signals, then

computer can’t used them directly. Hence, after the conversion of physical

actions into electrical signals, they is need of conditioning. Similarly while

giving the output when electrical signals are sent to the actuator, then also

conditioning is required.

Therefore, Signal conditioning is of two types:

« Input Conditioning Unit: It is used for conditioning the electrical
signals coming from sensor.

« Output Conditioning Unit: It is used for conditioning the electrical
signals coming from the system.

Interface Unit:

Interface units are basically used for the conversion of digital to analog and
vice-versa. Signals coming from the input conditioning unit are analog and
the system does the operations on digital signals only, then the interface
unit is used to change the analog signals to digital signals. Similarly, while

18



transmitting the signals to output conditioning unit the interface of signals
are changed i.e. from digital to analog.

On this basis, Interface unit is also of two types:

. Input Interface: It is used for conversion of analog signals to digital.

« Output Interface: It is used for conversion of digital signals to analog.

18.Difference between in GPOS and RTOS

General - Purpose Operating

System (GPOS) Real-Time Operating System (RTOS)

It used for desktop pc, It applied for the embedded application.

Process-based Scheduling used. Time-based scheduling used like round robin.

Interrupt lag is minimal, measured in few

Interrupt latency is not considered as _ .
microseconds.

much crucial as in RTOS.

Priority inversion mechanism is current.Once
priority set by the programmer,it can’t be
changed by the system itself.

No priority inversion mechanism is
present in the system.

Kernel operations may or may not be Kernel operation can be preempted.
preempted.

19



19.Applications of Real Time Operating System

Real-time systems are used in:

« Airlines reservation system.

« Air traffic control system.

« Systems that provide immediate updating.

« Used in any system that provides up to date and minute information
on stock prices.

« Defense application systems like RADAR.

« Networked Multimedia Systems

« Command Control Systems

« Internet Telephony

« Anti-lock Brake Systems

« Heart Pacemaker

20.Disadvantages of RTOS

Here, are drawbacks/cons of using RTOS system:

« RTOS system can run minimal tasks together, and it concentrates
only on those applications which contain an error so that it can avoid
them.

« RTOS is the system that concentrates on a few tasks. Therefore, it is
really hard for these systems to do multi-tasking.

« Specific drivers are required for the RTOS so that it can offer fast
response time to interrupt signals, which helps to maintain its speed.

« Plenty of resources are used by RTOS, which makes this system
expensive.

« The tasks which have a low priority need to wait for a long time as
the RTOS maintains the accuracy of the program, which are under
execution.

« Minimum switching of tasks is done in Real time operating systems.

« It uses complex algorithms which is difficult to understand.

« RTOS uses lot of resources, which sometimes not suitable for the
system.

20



21.CHALLENGES

RTOS developers face following challenges :

Importance of time to market, Comparing design outcomes, Avoiding
overqualified RTOS, Problem of delays in embedded applications.

These are some of the prominent RTOS that currently exist in the Market

Name

License

Platforms

FreeRTOS Modified GNU

GPL

ARM, AVR, AVR32,
ColdFire, HCS12, 1A-32,
Cortex-M3, MicroBlaze,
MSP430, PIC, PIC32,
Renesas H8/S, 8052,
STM32, EFM32

LynxOS

Proprietary

Motorola 68010, x86/1A-
32, ARM, Freescale
PowerPC, PowerPC 970,
LEON

RTLinux GNU GPL

Same as Linux

TI-RTOS BSD license

Primarily Texas
Instruments: MSP430,
MSP432, C2000, C5000,
C6000, TI's ARM families
(Cortex M3/4F, Cortex R4,
Cortex A8, Cortex A15),
SimpleLink Wireless
MCUs (CC2xxx, CC3xxx)

ThreadX

Proprietary

ARC, ARM/Thumb,
AVR32, BlackFin, 680x0-
ColdFire, H8- 300H,
Luminary Micro Stellaris,
M-CORE, MicroBlaze,
PIC24-dsPIC, PIC32,
MIPS, V8xx, Nios I,
PowerPC, SH, SHARC,
StarCore, STM32,
StrongARM,
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TMS320C54x,
TMS320C6x, x86/x386,
XScale, Xtensa/Diamond,
ZSP

ARM, MIPS, PowerPC,

VRTX Proprietary RISC
ARM, IA-32, Intel 64,
VxWorks Proprietary MIPS, PowerPC,SH-4,
StrongARM, xScale
WindowsCE Proprietary x86, MIPS, ARM, SuperH

22




22.CONCLUSION

RTOS has evolved to a great extent in the recent years. Every RTOS has a
distinct feature of its own. But the growth in this field is not fully utilized
by the developers yet as most of the RTOS is licensed and highly
expensive. Peripheral support and stack availability also varies widely
from one RTOS to another. Out of the few available free/open source
RTQOS, support for proprietary protocols is minimal. Developers do not
have the luxury of time to adapt RTOS to project requirements. Hence they
are unwilling to change from their current working condition. It would be
greatly beneficial if all the project requirements are listed in the beginning
itself, so that the developer can ensure that the RTOS chosen has support
for all the necessary drivers and protocols The domain of real-time
operating system has a very active area of research in recent years. The
field has seen many RTOS’s being built with many different ideas,
principles and paradigms. However, additional practical experience with
such RTOS’s is desirable.
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Topic — Various Traffic Studies on a given stretch in Shivamogga City

The students of 6" sem were made into different groups and were assigned
few traffic studies as listed below. They were also given different road
stretches and study area for carrying out traffic studies. They collected data
from the field and analysed it separately and submitted the report as per the
format. The sample copy is been attached below

SL NO ASSIGNMENT Cco

1 2
CARRYOUT VOLUME STUDIES AND GIVE MEASURES TO

MAINTAINORDERLY MOVEMENT OF VEHICLES ON ROAD
2 CARRYOUT OD SURVEY AND GIVE THE MEASURE TO |2
INCREASE THE TRAFFIC FLOW IN UNUSED ROADS
3 CARRY OUT SPOT SPEED STUDEIS AND GIVE THE |2
AVERAGE SPEED WITH WHICH VEHICLES ARE MOVING
ON THE SELECTED STRETECH

5 CARRYOUT PARKING STUDIES IN COLLEGE CAMPUS |2

AND GUVE THE MEASURES FOR ORDERLY PARKING OF
VEHICLES
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Role Play
G.V. Sowmya
Computer Networks

https://www.youtube.com/watch?v=atMXCkjYh_k

Roleplay video on SMTP GV Sowmya

Roleplay

https://www.youtube.com/watch?v=fUXbNzmW?7il

Role play on Basics of Microprocessor
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Roleplay
Mr. Girish Mantha
Data Communication (Computer Networks)

https://www.youtube.com/watch?v=e3Zn3qFYNZ4

~ i

Roleplay on OSI Reference Model

a Girish Mantha m 57 | G 2> Share { Download



Flipped Classroom for the course: User Interface Design (20MCA254)
Handling Faculty: Dr. Hemanth Kumar

Students involved in flipped classroom activity where students are given a small
topic prior and they discuss in the classroom.
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Software Requirements Specification
1. Introduction

The Software Requirements Specification is designed to document and describe the
agreement between the customer and the developer regarding the specification of the
software product requested. Its primary purpose is to provide a clear and descriptive
“statement of user requirements” that can be used as a reference in further development of the
software system. This document is broken into a number of sections used to logically
separate the software requirements into easily referenced parts.

This Software Requirements Specification aims to describe the Functionality, External
Interfaces, Attributes and Design Constraints imposed on Implementation of the software
system described throughout the rest of the document. Throughout the description of the

software system, the language and terminology used should be unambiguous and consistent
throughout the document.

1.1 Purpose

internet. It will enable vendors to set up online shops, and customer to browse through the
shop and purchase them online without having to visit the shop physically. The
administration module will enable a system administrator to approve and reject requests for
new shops and maintain various lists of shop category.

In short, the purpose of this SRS document is to provide a detailed overview of our software
product, its parameters and goals. This document describes the project's target audience and
its user interface, hardware and software requirements. It defines how our client, team and
audience see the product and its functionality. Nonetheless, it helps any designer and
developer to assist in software delivery lifecycle (SDLC) processes.

1.2 Scope

This SRS is aimed at specifying requirements of software to be developed but it can also be
applied to assist in the selection of in-house and commercial software products. The standard
can be used to create software requirements specifications directly or can be used as a model
for defining an organisation or project specific standard. It does not identify any specific
method, nomenclature or tool for preparing an SRS.




3.1.1 Sell Configured to Ordered Products.

The system shall display all the products that can be configured.

The system shall allow the user to select the product to configure.

The system shall display all the available components of the product to configure

The system shall enable users to add one or more components to the configuration.

The system shall notify the user about any conflict in the current configuration.

The system shall allow users to update the configuration to resolve conflict in the current
configuration.

The system shall allow users to confirm the completion of current configuration.
3.1.2 Provide comprehensive product details.

The system shall display detailed information of the selected products.
The system shall provide browsing options to see product details.

3.1.3 Detailed product Categorizations
The system shall display detailed product categorization to the user.
3.1.4 Provide Search facility

The system shall enable users to enter the search text on the screen.

The system shall enable users to select multiple options on the screen to search.
The system shall display all the matching products based on the search.

The system shall display only 10 matching results on the current screen.

The system shall enable users to navigate between the search results.

The system shall notify the user when no matching product is found on the search.

3.1.5 Maintain customer profile.

The system shall allow the user to create a profile and set his credential.
The system shall authenticate user credentials to view the profile.

The system shall allow user to update the profile information.

3.1.6 Provide personalized profile.

The system shall display both the active and completed order history in the customer profile.
The system shall allow user to select the order from the order history.

The system shall display the detailed information about the selected order.

The system shall display the most frequently searched items by the user in the profile.

The system shall allow the user to register for newsletters and surveys in the profile.




The system shall calculate tax for the order.
The system shall display tax information for the order.

3.1.14 Allow multiple payment methods.

The system shall display available payment methods for payment.
The system shall allow users to select the payment method for order.
3.1.15 Allow online change or cancellation of order.

The system shall display the orders that are eligible to change.

The system shall allow users to select the order to be changed.

The system shall allow users to cancel the order.
The system shall allow users to change shipping, payment methods.
The system shall notify the user about any changes made to the order.

3.1.16 Allow Online Product reviews and ratings.

The system shall display the reviews and ratings of each product, when it is selected.
The system shall enable the user to enter their reviews and ratings.

3.1.17 Offer financing options.

The system shall display all the available financing options.
The system shall allow users to select the financing option.
The system shall notify the user about the financing request.

3.1.18 Provide detailed sitemap.
The system shall allow users to view detailed sitemaps.
3.1.19 Offer online promotions and rewards.

The system shall display all the available promotions to the user.
The system shall allow users to select available promotions.

3.1.20 Online Purchase of products.

The system shall allow users to confirm the purchase.
The system shall enable users to enter the payment information.




The system shall not leave any cookies on the customer’s computer containing any of the

user’s confidential information.

3.2.4.2 Data Storage

The customer’s web browser shall never display a customer’s password. It shall always be

echoed with special characters representing typed characters.
The customer’s web browser shall never display a customer’s credit card number after

retrieving from the database. It shall always be shown with just the last 4 digits of the credit

card number.
The system’s back-end servers shall never display a customer’s password. The customer’s

password may be reset but never shown.
The system’s back-end servers shall only be accessible to authenticated administrators.

The system’s back-end databases shall be encrypted.

3.2.5 Supportability

3.2.5.1 Configuration Management Tool

The source code developed for this system shall be maintained in configuration management

tools.
3.2.6 Design Constraints

3.2.6.1 Standard Development Tools

The system shall be built using a standard web page development tool that conforms to either
IBM’s CUA standards or Microsoft’s GUI standards.

3.2.6.2 Web Based Product

There are no memory requirements. The computers must be equipped with web browsers
such as Internet explorer. The product must be stored in such a way that allows the client easy
access to it.

Response time for loading the product should take no longer than five minutes. A general
knowledge of basic computer skills is required to use the product.




Department of Computer Science & Engineering
Pedagogical Initiative
2020-2021 (EVEN)

OPERATING SYSTEMS (18CS43)

Circular

The students are informed to see the specifications in your computer/laptop and write its
specification. Also map it with concepts you learnt such as type of CPU, no. of cores,
threads, cache, type of memory etc. Also compare your info with any other existing one and
bring out the differences (ex: SDD and HDD etc). Submit the assignment per group with
proper index sheet and group number and group members’ name.

Sankhya N Nayak
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PROBLEM SOLVING THROUGH PROGRAMMING (21PSP13)

Activity 1: Students were asked to write a program to generate electricity bill to understand
the application of programming in real world.

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
1. Real world problem solving using group discussion. E.g., Electricity bill generation. etc.,
2. Demonstration of solution to a problem through programming.

3. Demonstration of simple project and motivating the students to develop similar type of
projects.

With reference to the above suggested activity by VTU, the following exercise is to be
carried out by students.

Calculate Electricity bill using Mescom format for Domestic Users in City

How do | calculate my electricity meter reading?

1. UNIT CONSUMED = CURRENT MONTH UNIT{ KWVVH) — PREWVUOUS MONTH
UUNIT(EWH)

2 ENERGY CHARGE (EC)= UNIT CONSUMED x UNIT RATE.

. FIXED CHARGE (FC)= SANCTION LOAD x FIXED CHARGE RATE.

4 ELECTRICITY DUTY (ED)= (ENERGY CHARGE + FIXED CHAREG)x TAX
RATEMOO.

5 TOTAL ELECTRICITY BILL= ENERGY CHARGE+ FIXED CHARGE+ ELECTRICITY
DuUTY.

[

Assume Fixed charge as Rs. 200

Howw is electricity bill calculated in Mangalore?

~

Karmataka elecirnicity board single slaps for the domestic LT supply such as for 0 to 30 units
the per-unit cost will be ¥ 3 75/, from 31 to 100 the per-unit caost will be 5 20, from 101 to
200, the per-unit cost will be F 6.75 and abowve 201 units you hawve to pay < 7.8 per unit.

WiWhat is electricity lewvied tax?

Aopplication of Electricity Duty or Tax

State Domestic Commercial
Karmataka S %o S %o

HKeaerala 1 0% 1 0%

MMadhya Pradesh 91 5206 9Q-15%

MMaharashtra 1 5% 17




Activity 2: After the syllabus was completed, students were given topics of their choice to
study, prepare presentation and give examples other than the one available in their
textbook.

Images of presentation available at : https://drive.google.com/drive/folders/1RLD6V6-
i2F1dQeMboVCYN5ZkGLbZGol0?usp=sharing

USN NAME Q.No USN NAME Q.No
4JN21CV002 ABHISHEK N K la 4JN21EE035 SINCHANA M 19a
4JN21CV006 AMITH S 1b 4JN21EE037 SUDEEP G J 19b
4JN21CV022 DIVYANSS 2a 4JN21ET006 BHAVANAV 20a
4JN21CV031 HUTTHESH KUMAR M P 2b 4JN21ET013 FOUZIYA BANU 20b
4JN21CV039 NANDISHK S 3a 4JN21ET026 PALLAVIN R 21a
4JN21CV052 SAHANA L 3b 4JN21ET033 PRUTHWID B 21b
4JN21CV054 SAMARTH B R 4a 4JN21ET040 SANJAYA S 22a
4JN21EC001 ABHIJNAAS N 4b 4JN21ET041 SHREENANDA S 22b
4JN21EC008 AMITHHB 5a 4JN21ET046 SYED INSHAAZ 23a
4JN21EC009 AMRUTHA K B 5b 4JN21ET048 UJWALDH 23b
4JN21EC010 AMULYA M 6a 4JN21ETO051 VARSHAT 24a
4JN21EC011 ANANYAS K 6b 4JN211S014 ANVITHA V 24b
4JN21EC014 ARUN MANJAPPA B 7a 4JN211S015 ASHITHAD 25a
4JN21EC017 BHARATHV M 7b 4JN211S016 B AMAN ULLA 25b
4JN21EC018 BHAVYASHRI SHRIPAD D 8a 4JN211S027 GURUKIRAN B 26a
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Video Lecture Assignment :
Dr. Ashwini 5. R. - Oct 16, 2019

2 points Due Oct 21, 2019

1. Make a batch of 3/4 students (Project batch should work well)
2. Create a video of 2 mins each on the topic given in the list below
3. Stitch the videos as per the batch and topic

4. Upload the video to YouTube and post the link on this classroom.

Topics:

1. Pretty Good Privacy

2. S/MIME

3. IP Security Overview & IP Security Policy
4. Encapsulating Security Payload

5. Combing Security Associations
6. Internet Key Exchange
7. Cryptographic suites

Hint: Refer Text book "Cryptography & Network Security”, William Stallings.

Available at : https://www.youtube.com/watch?v=XtON6TV8IUO

ESP FORMAT

Security Parameters Index (32 bits): Identifies a
security association.

Sequence Number (32 bits): A monotonically
increasing counter value; this provides an anti-
replay function, as discussed for AH.

Payload Data (variable): This is a transport-level
segment (transport mode) or IP packet (tunnel
mode) that is protected by encryption.

Padding (0—255 bytes): The purpose of this field is
discussed later. !
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Operating Systems:

Operating systems allow the separation of hardware
management from applications/programs.

This allows the applications to work across different hardware
platforms, although the applications are still specific to the OS.

it <~
{} Device

Operating System Drivers

Operating System

Kernel Hardware

eThe Kernel is the core function of the OS and handles
basic-level communication between the various processes
and the hardware.

eLibraries provide applications with standardized access to
kernel functions.
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Client/Server architecture:

k%rver

user 1

user 2

user 3

user 4

TERMINOLOGY:

Terminal: Device or Program used to establish a
connection to the UNIX server

e Shell: Program that runs on the server and interprets
the commands from the terminal.

e Command line: The text-interface you use to interact
with the shell.
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UNIX operating system:

First developed in 1970s, it is a multitasking OS that

supports simultaneous use by multiple users.

Strengths
Command-line based.

Supports thousands of small programs running

simultaneously.

Easy to create pipelines from individual programs.
Multi-user support and partitioning is baked in.
Challenges

Command-line based.

Finding help and documentation can be onerous.

Many different variants
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Application Programming Interface (API)

e Biggest strength is the ability to connect different
programs together.

e Programs/Applications need to be able to
communicate.

e A pre-defined set of methods to communicate with an
application is called it’s API.

e Each program comes with its own API.

Programs vs. libraries:

e Programs/Applications: Perform a defined task that
accepts one or more inputs and produces an output.

e Example: Is — lists contents of current location.

e Libraries: Collection of related functions that may be
used by different programs.

e Example: GNU Scientific library — provides a set of
complex math functions

e Users typically interact with programs, while
programmers use libraries within their code.

e Both Programs and Libraries have APIs.
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POSIX standards:

e Standards defined by IEEE computer society to
maintain portability between different UNIX OS’s.

e Originally defined standard API for core processes eg.,
kernel level access.

e Later expanded to include programs and utilities used
directly by the user.

e Netresult: Common UNIX commands you learn will be
usable across UNIX/ Linux/MacOS etc.

e UNIX and MacOS (version 10.5 and above) are POSIX-
certified

GNU/Linux OS:

e  Most Unix-like operating systems are a variant of this
scheme.

e Linuxis typically the kernel of this OS.

e The rest of the utilities/applications were derived from
the GNU project.

e Vast majority of commands you will type fall into the
GNU portion of the OS.

UNIX OPERATING SYSTEM 9 | Page




e This user-interfacing part of the OS is often called User
space.

e  GNU/Linux is POSIX-compliant i.e., it mostly follows
POSIX with a few exceptions

User vs. Kernel space:

e User space: Set of applications/utilities that interact
with the user. Also includes, the portions of the file system
where these files reside AND the portion of memory (RAM)
where the programs are loaded and run.

e Kernel space: Set of applications that form middle
layer between hardware and user applications. These
program operate in a separate, protected portion of the
RAM.

UNIX file system:

e AllUNIX files, including system and user files reside in
a hierarchical directory structure.

e The file system maintains the record of where each file
resides on the hardware.
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e The lowest level or base of this structure is called the
‘root’ directory represented as /

e Every user has a defined home directory

e My homeis: /home/kvarala

Files and Directories:

e Files are the basic unit of storage. Eg., This
presentation file.

e Directories are containers that hold sets of related
files. Eg., Set of presentations for this course.

e Each file name within a directory has to be unique.

e UNIX is case-sensitive i.e., the file example.txt is
different from the file Example.txt

e Directory names are also case-sensitive
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Files contd..

e File extensions eg., .txt or .jpg or .doc etc. have no
relevance in UNIX.

e |tis good practice for users to use a file extension that
describes the file type.

e Use long descriptive names for your files. File name
length is allowed up to 255 characters.

e File size limits are defined by the file system used by
the OS.

e Current file systems support file sizes larger than the
capacity of current hardware (2763 bytes).

Typical structure of UNIX:

/bin ==> Programs/Utilities. Typically OS files.

/etc ==> Administrative files. Usually, OS related.
/home ==> Home directories of users.

/lib ==> Libraries. OS or installed software.

/mnt ==> Mounted devices. Eg., CD/DVD, USB drive.
/root ==> Home for root/administrative user.

/tmp ==>Temporary files. OS, software and user.
Jusr ==> User-space programs/Utilities

/var ==> System generated temporary files.
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File paths:

In a shell you are always in a particular location.

Default location after login is your home

Eg: /home/kvarala

Every file has a location on the server.

Path defines the location of the file/directory.
Path can be defined two ways:

Absolute: Path starts from Root. Eg.,

/scratch/scholar/k/kvarala/Week1/Lecture_1.pdf

Relative: Path starts from current location. Eg.,

../Week2/Lecture_ 2.pdf

Special characters:
. Means current directory
.. Means parent directory

~ Means home directory
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Command line:

e Every word you type in the command line is
interpreted by the shell as a command.

e [f the shell cannot interpret the command it returns
the error: “command not found”.

e The shell looks for the program matching the typed
command in the locations defined by PATH.

e User can add commands by adding programs to their
PATH.

1/O streams:

e Each command has 3 Input/Output streams:

e STDIN : Standard Input is the default stream that
inputs data into a command. Example: keyboard, file etc.

e STDOUT : Standard Output is the default output
stream of the command. Example: Terminal

e STDERR: Standard Error is where the errors from the
program are displayed:

Example: Terminal
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Anatomy of a command:

e Let’s explore commands with a easy command called
cal:

e This command by default displays the calendar for this
month with today highlighted.

kvarala@scholar-fe®2:~ $ cal
January 2018

Su Mo Tu We Th Fr Sa
1 2 3 4 5 6

7 8 910 11 12 13
14 15 17 18 19 20
21 22 23 24 25 26 27
28 29 30 31

e Commands can often take arguments, which change
the default settings.

e The argument -3 changes display to 3 months with
current month in the center.

kvarala@scholar-fe@2;~ $ cal -3
December 2017 January 2018 February 2018
SuMo TuWe Th Fr Sa Su Mo Tu We Th Fr Sa Su Mo Tu We Th Fr Sa
12 12 3 456 12 3
34567 89 7 8 910111213 4 5 6 7 8 910

1011121314 1516 14 15§ 17 18 19 20 11 12 13 14 15 16 17
17 18 19 20 21 22 23 2122 23 24 25 26 27 18 19 20 21 22 23 24
24 25 26 27 28 29 30 28 29 30 31 25 26 27 28

3
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Example UNIX commands:

e |sstands for list. This command lists the contents
of the current location.

e pwd stands for print working directory. This
command tells you your current location in the shell.

e hostname gives you the name of the host that the
shell resides on.

e who lists all the users currently logged into the
server.

Let’s explore Is:

e |[sisa basic but powerful command.
e |t has over 50 arguments to alter its behavior.

e The most commonly used one is the ‘long list
format’ specified by the switch -| .

e Trytypinginlsin your scratch folder:

e Now, try typing in Is -l
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Metadata on files and directories

e Metadata is information about the file that are not
part of the contents of the file.

e Three main parts to it:

e Ownership and access permissions
e Size

e Timestamp

UNIX permissions:

e Execute ==
o Write ==
e Read-==

Common Indicator Numeric code
Permission
settings

Read-only r--

Read & execute r-x
Read & write rw-
Read, write, execute rWX

~N O 01 b~
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UNIX permissions:

kvarala@scholar-fe@2:/scratch/scholar/k/kvarala $ 1s -1
total 232
-rw-r--r-- 1 kvarala student 227905 May 5 2017 rcac_cluster_reference,pdf

drwxr-xr-x 2 kvarala student 4096 Jan 16 12:02
drwxr-xr-x 2 kvarala student 4096 Jan 16 12:02

Permissions
e First character is - for a file and d for a directory.

e Characters 2-4 refer to permissions the owner sets
for himself.

e Characters 5-7 are permissions for the group listed.

e Characters 8-10 are permissions for the world (i.e.,
every other user)

Permission settings Indicator Numeric code
Read-only r-- 4
Read & execute r-X 5
Read & write rw- 6
Read, write, execute rwWXx 7
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Working with directories:

e pwd -> lists the present working directory
e mkdir -> makes a new directory

e cd -> change directory

e rmdir -> remove directory

* Try using cd with path:

e cd /scratch/scholar/k/kvarala

ecd ./Weekl

ecd../Week2

File commands:

e mv is the move command that moves a file. This
command is also used for renaming files.

erm is the remove command and will remove the
file or empty directory listed as argument.

e cat is the catenate command that joins the
contents of all files given as arguments.

Creating pipelines from commands:

e The STDIN and STDOUT of each command can be
redirected to combine programs together.

e For example, the STDOUT of one program can be sent
to the STDIN of another program.

e We will go over examples in tomorrow’s lab section
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Summary:

e UNIX s a text-based, multiuser OS, that
supports simultaneous execution of
thousands of commands.

e UNIX is case-sensitive for file names and
command names.

e Each command is a program stored as a
file in specified location.

e Commands can be combined by
redirecting |/O streams.

e Each file has a path that uniquely
identifies its location.

e Access to files and directories is
controlled via permissions set by the owner
of the file.
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Evaluating the classical UNIX scheduling

® Pros

+ simple and efficient

+ suitable for general-purpose time-sharing systems
+ avoids starvation

+ supports processes with |/O operations

e Cons

— does not scale well

— no guarantee for processes

— users can not configure scheduling (except for
nice)

— no support for multi-processor, multi-core systems

— kernel mode is non-preemptive: A process
running in kernel mode for a long time can hold up
the entire system (priority inversion)
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Modern UNIX schedulers (requirements)

e New scheduling classes

— special application needs (multimedia, real-time,
etc.) — ,fair share”: it is possible to plan the resource
allocation

— multitasking at kernel level

— modular scheduling with and extendable
framework ¢ Kernel preemption — it is necessary for
multiprocessor scheduling

e Performance, overhead

— scheduling became more and more complex
(requirements, hardware)

— scheduling algorithms should scale well
e Threads or processes?
— modern applications use threads a lot (e.g. Java)

— schedulers should focus on threads not on
processes

Scheduling in the Solaris operating system
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e Characteristics

— scheduling is thread-based

— the kernel is fully preemptible

— supports multi-processor systems and
virtualization

e New scheduling classes

— Time Sharing (TS): similar to the classical
scheduling

— Interactive (IA): same as above but puts more
emphasis on the active window on the graphical
user interface

— Fixed priority (FX)

— Fair share (FSS): allocating CPU resources to

process groups
— Real-time (RT): provides the shortest resonse time

— Kernel threads (SYS)
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Solaris scheduling levels

global
priorities

o
0
-
| s
+6 N =
.\‘\ :—
user priofity v 99
range ) TS \\\_\ ‘;’ Systeln o
' W NE| (SYS
N \ L o
..\ ;" T T
N e o Timeshare (TS) 59
» N 4| Interactive (TA)
o ~.®|  Fair Share (FSS) /../
user priority i : user priority
range IA _i, Fixed (FX) ____________ range FSS
Sop— T T 60
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Inherited priorities (Solaris)

e The problem of priority inversion (blue: waiting,
red: holding)

e Solution: increasing the priorities according to the
waiting scheme.

P3
pri: 60 e
P2

pri: 80
21
pri: 100

Linux schedulers

e Before kernel V2: based on the classical UNIX
scheduler

e BeforeV 2.4

— scheduling classes: real-time, non-preemptive,
normal — scheduling algorithm with O(N) complexity
— single runnable queue (no SMP support)

— non-preemptive kernel e Kernel v2.6 (Ingo Molnar)
— O(1) scheduler (scales very well)

— multiple runnable queues (better SMP support)

— a heuristic algorithm to differentiate between 1/0O
and CPU-bound tasks
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e comparing running and waiting (sleeping) times
(takes considerable time)

e prefers I/O-bound processes

¢ 2.6.23 kernel: CFS (Completely Fair Scheduler)

— designed and implemented by Ingo Molnar, some
ideas from Con Kolivas

— a new data structure for runnable processes: self-
balancing red-black tree

— tries to be fair by calculating a ,,virtual” runtime
for all processes

Linux scheduling information (practice)

e Acquiring information using the

/proc filesystem /proc/cpuinfo — available CPUs
/proc/stat — CPU and scheduler properties
/proc/loadavg — average system load (past 1, 5, 15
minutes)

/proc/sys/kernel/sched* — scheduler information
/proc/<PID>/status — process state, Cpus_allowed,
... /[proc/<PID>/sched — process scheduling data
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e What is happening on my computer?

— Interesting story: Peeking into Linux kernel-land
using /proc filesystem Uses ps, strace, /proc/PID/...
to debug a database problem

— Other interesting things to know: What Your
Computer Does While You Wait

Linux CFS

e |t replaces the previous O(1) scheduler with an
O(log n) algorithm

e |t uses a self-balancing red-black tree instead of
simple linked lists

— this is a binary tree with O(log n) complexity
search

— lower values to the left, higher to the right
—insert and delete is more simple

e Calculating the priority is based on

— number of virtually running processes
(nr_running)

— virtual run time (vruntime) in the rbtree index
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e Basic operations:

—engueue_task: New task arrived (nr_running++)
— dequeue_task: Task no longer ready to run
(nr_running--)

— pick_next_task: who is the next to run

UNIX CRON and AT: long term scheduling

e Executing tasks at given time(s)

— e.g. simple backup, maintenance tasks, etc.

e Usage

— AT: execute a task at a given time (at now + 1 day)
— CRON: periodically execute a task (see man
crontab) minute, hour, day of month, month, day of
week 0 6 * 1-6,9-12 2 /local/bin/lets_play_soccer
Send an invitation every Tuesday morning at 6am
(except during summer) */20 * * * *
/local/bin/clear_old_temp_cache Clear temporary
and cache files in every 20 minutes

e This scheduling is not performed by the kernel

— It is part of the user space program set.

— It starts certain tasks but does not govern them
while they are running.

— After started these tasks belong to short term
scheduling.
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UNIX Memory Management

Memory is an important resource in computer.
Memory management is the process of managing
the computer memory which consists of primary
memory and secondary memory. The goal for
memory management is to keep track of which
parts of memory are in use and which parts are not
in use, to allocate memory to processes when they
need it and de-allocate it when they are done.
UNIX memory management scheme includes
swapping and demand paging.

Memory Partitioning

The simplest form of memory management is splitting
up the main memory into multiple logical spaces called
partition. Each partition is used for separate program.

There are 2 types of memory partitioning

e Single Partition Allocation
e Multiple Partition Allocation
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Single Partition Allocation:

Single partition allocation only separates the main
memory into operating system and one user process
area. Operating system will not able to have virtual
memory using single partition. Using single partition is
very ineffective because it only allows one process to run
In the memory at one time.

Multiple Partition Allocation

Most of the operating system nowadays is using multiple partitions because it is
more flexible. Multiple partition allocation enabled multiple programs run in the
main memory at once. Each partition is used for one process.

There are two different forms of multiple partition allocation, which is fixed
partitioning and variable partitioning. Fixed partitioning divides memory up into
many fixed partitions which cannot be change. However, variable partitioning is more
flexible because the partitions vary dynamically in the later as processes come and
go. Variable partitioning (Variable memory) has been used in UNIX.

UNIX Memory Management Strategies

Program will be place into memory during execution.
However, a large program will divide into small pieces
and loading the pieces as they needed. Overlays will
replace the new pieces with the program which is
unused. UNIX is using this technique to run a new
program by fork the running process which is also
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known as fork-exec. The overlays technique is
illustrated below.

Swapping

Swapping consists of bringing in each process in
physical memory entirely and running it. When the
process is no longer in use, the process will be
terminated or is swapped out to disk.

Initially only process A is in memory. Then process
B is swapped into memory from disk. After that,
process A terminates or swapped out to disk. Then
process C is swapped into the free space.

External Fragmentation Problem

The size of each process is different, therefore
when the processes is been swapped in and out,
there will be a multiple holes in the memory
because UNIX is using variable partitioning.

UNIX OPERATING SYSTEM 31 |Page




Process 3 Proce=s Y

WVPEN T — VPN T

VEEM & Proces 3 Proo=s Y VPEW &
Fag= Tabl= Fag= Tabl=
J— +
VPEN § Lol VPEW 5
-t
—— -] —
WVPEN 4 —l PEN & VPEN o
WPEN 3 —J» PEW 3 VPEN 3
VPEN 2 FEM 2 VPEN 2
VPEN L PEM | L_|  veewi
VPEN O — PEN Q@ VPEN O
L
VIRTU AL bl EMORY PHYSICAL M EMORY WIRTUAL MEMORY
Soluti

There are two techniques to solve this problem, which are memory compaction and
fit in the process using algorithms

Compaction

Memory compaction moves all the processes upward as far as possible, so that all
the free memory is placed in one large block. However, it is not a good idea because
it requires a lots of CPU time.

Most processes will grow as they run, and the processes data segments can grow, as
in many programming languages, the process will grow. If there is a hole is next to
the process, it can be allocated and the process is allowed to grow into the hole.
Therefore it is good to allocate some extra memory whenever a process is swapped
in or out.

Algorithms

There are three different types of algorithm can be used to loads the program
wherever the memory space is unused, which is first fit, best fit and worst fit.

Algorithms
Descriptions
First Fit

The memory manager scans along the list and allocates the first space to fit the
process. First fit is a fast algorithm because it searches as little as possible.
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Best Fit

The memory manager scans the whole list and takes the smallest hole that will fit the
process. Best fit is slower than first fit because it must search the whole list every time
it is called.

Worst Fit

The memory manager scans the whole list and takes the largest available hole, so
that the hole broken will be big enough to be useful.

Virtual Memory

UNIX operating system allows user to fully utilize
the physical memory installed in the system as well
as part of the hard disk called swap space which
have been designated for use by the kernel while
the physical memory is insufficient to handle the
tasks.

Virtual memory managers will create a virtual
address space in secondary memory (hard disk)
and it will determine the part of address space to
be loaded into physical memory at any given time.
The benefit of virtual memory relies on separation
of logical and physical memory.
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Demand Paging

Paging is a memory allocation strategy by
transferring a fixed-sized unit of the virtual address
space called virtual page whenever the page is
needed to execute a program. As the size of
frames and pages are the same, any logical page
can be placed in any physical frame of memory.

Every processes will be logical divided and allocate
in the virtual address space. There is a page table
in the virtual memory to allocate and keep tracking
of the pages to map into the frames.
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Page Fault Problem

A page fault occurs when a program try to use a
page that is not in the memory, due to demand
paging will only paged the pages into the memory
when it is needed. For example in figure 1.9, if the
program try to use Page 1 for Process A in
memory, the operating system will interrupt occurs
as a result of trying access a missing page because
Page 1 is not paged in the memory.

Solution for Page Fault

The steps in handling page fault. When page fault
occurs during program execution, the kernel will
first locate the missing page on the backing store
(disk). After located the page, it will find a free
memory frame in the physical memory and copy
into it. The page table will be reset after that and
the instruction will be restart.
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Problem- No Free Frames

When all the frames in the memory is been used,
the other problem will occurs. This will cause the
pages is unable to paged into the memory.

Solution- Page Replacement Algorithms

Solution for no free frames problem is to find a
memory frame that is idle and free the frame using
a page replacement algorithm. There are three
common types of page replacement algorithm
such as First in First out (FIFO), Optimal and Least
Recently Used (LRU).

UNIX is using least recently used algorithm for
page replacement. The least recently used
algorithm replaces the page that has not been
used for the longest time, on the assumption that
the page will not be needed again. The page table
will record every time the page being referenced,
and when page replacement is needed, every page
will be checked to find the oldest recorded time.
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Conclusion

Every operating system has different memory
management. UNIX also has their exclusive
memory management strategies to manage the
memory resource optimally. UNIX is using multiple
and variable partitioning so that the memory can
be stored and use more flexible.

UNIX uses overlays and swapping to replace the
unused program. However, it is facing external
fragmentation problem and solve by loading the
program into memory by using best fit algorithm.

Besides, UNIX also fully utilized the virtual memory
(physical memory and swap space) by using
demand paging. It allows user to store physical
memory in the hard disk because the RAM
memory was always insufficient.
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Summary

e Classical UNIX scheduling

— user mode: priority-based, time-sharing,
preemptive e the process with the highest priority
runs first

e round-robin time-sharing scheduling between
processes at the same prio. level

e priority is calculated based on previous CPU usage
and the nice value

— kernel mode: fixed priority, non-preemptive

e sleep priority assigned to resources will be given
to awaking processes

— simple, avoids starvation, handles I/O jobs very
well

— no SMP support, does not scale well, no support
for spec. app. needs

e Modern UNIX schedulers

— modular

— several scheduling classes according to
applications' needs

— supports multi-cpu, multi-core systems (including
CPU affinity)

— better resource allocation (guaranteed CPU
resources) — schedule threads
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THE END
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l:hu General Manger
Orporate communications
Karnataka Power Corporation Ltd.,
Shakthi Bhavan
#82. Race course Road
Baﬂgalorc 577435
Ph: 080-22256568, Fax: 080-222521444

g Rcspcmed Sir,

G Subject: Requisition for revised permission date to visit Vaarahi Power Plant and
Mani Dam .

/]

Ref : your letter No:Al A6 A CC:528/05 dated :1.4.2019

With respect to the above subject, we reccived your permission letter No:Al A6 A
L CC:528/05 dated :1.4.2019 on 4™ April due to postal delay, which had the date of visit is also
same.So kindly permit us to visit Vaarahi Power plant on 16" April 2019. About 152 2™ year BE
Students of our branch intend to visit the esteemed Vaarahi Power plant on 16" April 2019 along
with staff members. This visit will give them a direct practical exposure of power plant which is
installed underground. They also intend to visit Mani Dam on the same day.

Please grant the permission to visit the power plant and Mani Dam.

m Thanking you

Yours faithfully,
A ’J_-a-—-—'_'_'_;}
= -\ x
.o ;;' 9 DrHR h\.(F%Ij'aﬂhal:_icw_u_w' f;
Head of the ii,]j! '%%ﬁfﬁ} BR . principel f’.’";;?a-,gna. cotleys
2CE BNNCE €him, LD (i ombay mq::l‘h?ﬁ{‘éh aul ¢
o & %J& éﬁdﬂgﬂ’#ent of E&CE of Engineering, Shivamogga.

J.N-N. Colleze of Engineering
SHIVAN
Encl: List of Visitors
Contact Persons: Prema K N: Mob:8277324422
Email:premakn@jnnce.ac.in
Smitha S M:Mob:7022620220
smithasm(@)jnnce.ac.in

Rsf No. JNNCE.'.ECE/BH / S)DH-&D toke= O -0l -2019

SR, daden - 577 204, TIRFVE
Navule, Shivamogga - 577 204, Karnataka
E - mail - Principai@jn:icz acan Website D Wy nnce ac.n
G - 08182 - 276707 108 /09 Fax 08182 -222450
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staff members List:

Dr.P Manjunatha

1
2. SunilMD
3. RoopaB5S
4. SmithaSM
5. PremaKkN
/ 6. SBNalina
/ 7. Swetha B

8. Shwetha HR
9. Sathish Kumar HG
10. Nanjundappa

HOD

G4
Department of ECE, INNCE

Dr. Manjunatha. P.

B.E., M.E, Ph.D.(IIT Bombay)

Prof. & Head, pepartment of.E&CE
J.N.N. College of Engineering

SHIVAMOGGA.

Jawaharlal Nahru National (
of Engineering, Shivamo
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INN College of Engineering
Department of Electronics and Communication

Industrial Trip to MCF Hassan on 29/03/19 for 6" Semester students

Total Expenses of Industrial trip

| siNo Expenditure Amount ]\
[ 1 Food expenses+fried rice parcel 9395-00
2 Miscellaneous(Cocunut+lemon+focus 140-00
light-i-biscui_ti)_ )
[ 3 | Bus Fare 20000-00
[ 4 [ Driver (Byata +Expenses) 2115-00
[ 5 | Oranges 721-00
[ 6 | Paper plates +bin covers 255-00
| 7 ] Parking 280-00
| 8 | Total 32906-00

Total number of students 69

Amount collected 69*500/- =34500-00

(-) Total expenses=32906-00

Remaining amount=




e GrkRur e
A KARNATAKA FOWE

NN gsharavathy valley Project .
] 'Iru.l.”q
IA_
Visitors to protectoed Faotablishment
- . ¢ PEPMUTTED T SEE
!;!:!? VIRITOR 1D 17200
j <A o I INNCE
g3 A SHIVAMOGGA-
[ a [ !
b b 4 DATHE ANL PERIGD OF VIGIT
O6-00T=-10 Tr) 0fh-647 10

1.1, ADDRESS
T OCLEAVANTE COHFIPMED

NI L - -
fi 2151T APPRRSYED

Vimptoom gt
: - n oTIME OF WISIT
| g I i WISIT ¢
_ 1041 TO 177
A | ' | = =
H | wely D
. §, PEASONH OF MISIT
£1. ;
, ;

O NEHICHKL I

Signature

INSTRUCTIONS TO VISITORS
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Date: 06/10/2018 L

Jawaharial Nehru National College of Engineerin
aA.

Shivamo o Ensi i
Department of Electronics & Communication ngineering

Report of “One day Industrial visit {0 Sharavathi Power

Generation unit !SGS]”

industrial Visit to Sharavathi Power

f ECE Dept, JNNCE, Shimoga on

e actively participated in this

']Gh‘c _.d‘c?am“c“} .Of ECE had organized a one day
Ogﬂ‘arf‘;"““ Unit™  for the Fifth Semester students ©

2018 at ECE department. In total 52 students hav
Industrial visit.

HOD of ECE Department, Prashanth

The Industrial visit was initaited by Dr. P. Manjunatha,
f, Dept of ECE and Mrs. Prema K

G S, Asst. PrPE Dept of ECE , Mrs Roopa B S,Asst. Pro
N, Asst. Prof, Dept of ECE, and were also present in the function.

bus and reached Jog by 10.30 AM.

For industrial visit, we left shimoga at 7.30AM by
station. The PASS to enter the

Finished all the formalities in the office of sharavathi power
She_lra:vztlhi power generation unit was given. From the office, the sharavathi power generation
unit is around 8 km. Reached the sharavathi power station unit by 11.30 AM. Mr Ramesh H
M. Assist Engineer, (Electrical) office of EE(PS&O), Sharavathi power generation unit, Jog
falls. welcomed us and explained the generation of hydroelectric power by flowing water.
Mr Ramesh H M, initially explained the requirements of power in Karnataka daily. Sir,
explained that totally 10.000 MW of power is required daily in Karnataka, SGS will generate
10% of power required by Karnataka daily, i.c over 1000 MW is generated from SGS daily .
SGS is largest hydroelectric power unit in Karnataka. Hydroelectric plant produces
electricity from the water pressure on the turbines. It uses water pressure 1o turn the
propellers of a machine called a turbine. As the turbine spins, it turns a metal shaft connected
to an clectric generator, which is basically a motor that produces electricity. Sharavathi power
station has 10 water chambers to which 10 separate turbines are connected 1O generate power
ach water chamber as a special passageway called the penstock, with the help of
[ water is controlled. Lach Chamber with turbine generates a 100 MW
10 units 10000 MW of power generated.

separately. E
penstock, the flow o
of power. i.c. totally from

JNNCE
-~ o\~ \5

SHIVAMOGGA-
577 204




SHIVAMOGGA-
577 204

Sharvathi Power Station unit







ISRO SATELLITE CENTRE
BANGALORE

Rajendra Hulyal ® om0
-2508 21286

Group Head
Programme, Planning & Evaluation Group Fax No. 080 - 2520 5261

20 February 2018

To,

Dr. Manjunatha P

Profesor & Head Department of E&CE ,
Jawaharlal Nehru National College of Engineering,

Shimoga. .
SUB: Permission to visit ISRO Satellite Centre — Reg. /fo
y .'r'l Ao

Sir / Madam,
We are in receipt of your past / email letter dated 20 02 2018 requesting pe

on the foilowing date.

07.03.2018 14.00hrs to 16.00 Hrs 1

Please provide details of team members and facully members along with an authorization
letter fmrn the Instructor to the Leader of the team (co-ordinator) restricted to 100 members
only. subject to the following conditions

The leam may rep.uo.rt to Recepiion Counter of this Centre 15 minutes in advance in order to
complete the administrative formalities for issuing entry passes.

1. You are requested to strictly adhere to the time schedule mentioned above.
2. In case of any exigencies, we may cancel the above visit without any

intimation.
Carrying Camera and taking photography inside this Centre is strictly

prohibited.
Mobile phones and electronic gadgets are not ailowed to be taken inside.
The visitors should declare items to be carried if any and seek permission,

while entering this Center to the security personnel for checking.

No foreign nationals are allowed.
No Family members will be allowed inside this centre.
After the visit Acknowledgement letter will not be issued from the organization.

o

KN on

Please note that our office is located on Old HAL Airport Road, Bangalore-560 017 next to
National Aerospace Laboratories (NAL). Our telephones Nos. are 080, 25084469 &

25084470.
The Professor accompanying the Students may Kindly contact the Reception Qounter of_ this
Centre to complete the administrative formalities and for issue of Entry pass in time. Kindly

acknowledge the receipt of this letler.
Yours faithfully,

Sd/-
(Rajendra Hulyal)

Copy to:
Group Director - SCG / SIG, CGM - Facilities

Administrative Officer (PRO), ISRO Satellite Centre, Bangalore-17.

Note please see route map is attached
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NATIONAL EDUCATION SOCIETY(R.),SHIVAMOGGA..

es=? Jawaharlal Nehru National College of Engineering, Shivamogga

(Aproved by ALC.TE. . and Affiliated 1o Visvesvaraya Technological University )
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Ref No.: JNNCE/

To,

ISAC

Bangalore

me‘ y rc(,\‘//—'-—--.,.\{:?’c

g bt

. G NNCE \%

The Principal, 15| - namcacA |

JNNCE, e\ T 77208 &

Shivamogga = 7

—~—

Subject: Requesting you to provide permission tBTiﬁit ISAC.

As a part of Industrial visit, our students of B.E (Electronics and Communication Engg..)
would like to visit ISAC. This will help our students to know ISAC, facilities, technologies and

also cnhances their knowledge in that area.
Possible dates for visit are 26/2/2018 or 3/3/2018, please suggest other dates if the siot is not

avaijlable on the above said dates.

List of Students and Staffs are attached.

Thanking you,

Your’s faithfully,

sy
(DrHRMahadf A }:)'

NS, dIRAn - 577 204, THerud
Navule, Shivamogga - 577 204, Karnataka
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NATIONAL EDUCATION SOCIETY(R.),SHIVAMOGGA.
' *Jawaharlal Nehru National College of Engineering,

(Aproved by A.1.C.T.E., and Affiliated to Visvesvaraya Technological University )

Shivamogga

(Dohtds, mmmmmmswwm

Ref. No.: INNCE/

Facuilty members :

o

Student List

I. Sunil M D Assistant professor, E&CE Dept
2. Mallesh Kumar K S, Regional Coordinator.

R INNCE "—é
' Sl | USN Student Name Si | USN \’\Sﬂl%agﬁf N:
H il N
i1 ] AINI4ECO62 | POOIAM M 24 | AINISECO3N " {Aglm{ﬁ/
| 4INI4ECO7S | RENUKAD P 25 | 4IN1SEC032 SSKAVERIST
(3 !__4JN15EC001 ADARSH 8 P 26 | 4IN1SECO33 | KAVYA A
[4 | 4IN15EC003 | ADITYAKB 27 | 4INISECO3S | MAMATHAR
'5 | 4JNISECODS | ANANYA K 28 | 4JN1SECO4T | MANOS KUMAR \
6 [ ANNAPURNA R 29 |
| | 4JNISECO06 | HAVANUR 4JNISECO46 | NANDINI M |
| 4IN1SECO08 | ANUSH A L 30 | 4iNiSEC049 | POOIAKP '1
8 | 4INISEC009 | ANUSH GOWDA B M 31 | 4JN1SECOS0 | POOJA PAI 1
9 | 4IN15ECC11 | ASHWITHA M 32 | 4IN15EC051 | POOJAR !
10 | 4inN15ECO12 f ASIMA SIDDIQ 33 | 4IN15ECO52 POOJAS 1
| 11 | 4/NISECO14 | BHAVANAS 34 | 4IN156C053 | POOJAGTH |
12 | 4)NI5EC015 | CHAITRABR 35 | 4IN15EC054 | POORNIMA MG ]
13 | 4IN1SEC016 | CHAITHRASV 36 | 4INISEC0S6 | PRAKASH C |
14 | 4JN15EC017 | CHANDANA C 37 | 4INISECI06 | AKHILESHS (COB)
15 | 4)NISECO18 | DEEKSHA NAYAK 38 | 4INIGECA00 | ANAND HAVALADAR |
16 | 4IN15EC01S | DEEKSHITHAS 39 | 4IN16EC403 CHAITHRA NS
17 | 4JN1SEC020 | DEEPTHI C SHETTY 40 | AINI6EC404 | CHAITRA S
18 | 4IN15EC021 | DEEPTHI DATTA 41 | AIM1GECA0S | DEEPAMC
19 | 4JNISEC022 | DIVYA C SHETTY 42 | IN16ECA07 | HARSHITHAS
20 | JNISECO25 | GAGANAM L 43 | 4IN16EC413 | MEGHANAR
21 | 4INISEC028 | HARSHITAMK 44 | 4iN16EC424 | PRIVANKAHR |
22 4INISECO30 | KR ROHAN 45 | 4JN16EC425 | PRIYANKA N 1
13 | 4JNIBEC432 | SANIAYS 46 | 4JNISECO94 | SYEDA SABIHAK ]

FIL

INE

RS, 2F=e - 577 204, Smerat

Navule, Shwamouua -577 204. Karnataka
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NATIONAL EDUCATION SOCIETY(R.),SHIVAMOGGA._
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Jawaharial Nehru National College of Engineering » Shivamogga
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Ref. No.. JNNCE/

[47 | 4INIGECA37 | SHILPA L 73 [ 43N15EC095 | TEJASWINI B R {
| 48 | 4INIGECA38 | SHOBHITH M 74 | IN1SEC096 | TEJASWINIBAIP |
! 49 | 4INISECO57 | PRAKRUTI G K 75 | AINISECO97 | UME KULSUM
II:O 4IN15ECOS9 | PRIYANKAV G 76 | 4IN1SEC099 | VIDHYASHREE H B “}
on | 01 | 4INISECO62 | RAHUL A POOIAR 77 | 4INISEC102 | YASHASWINIS R |
| 92 | NISECO63 | RAHULHA 78 | 4IN1GECA01 | BEERAPPA MALAGI |
.53 | 4IN15ECO64 | RAJASHRI M 79 | 4INI6ECA06 | GAGANAS )
) 54 | 4INISEC066 | RAJESHA M U 80 | 4IN16ECA09 | K ASANGEETHA {
| 55 | 4/N15EC067 | RAKSHITA B 81 | 4IN16ECA10 | KARTHIKAM |
| 56 | 4IN15ECO68 | RANJITH KUMAR K M 82 | AIN1GECA11 | KAVANA B M
57 | 4IN15ECOG6S REHANA BEGUM 83 | 4IN16ECA12 | MEGHANAN |
58 | 4JN1SEC070 | RIDHISJAIN 84 | 4JN16ECA15 | MOHAN N
59 | 4IN15ECO71 | RUCHIKA E 85 | 4INIGECA16 | NAGENDRAHS 1
60 | 4IN15ECO72 | SACHIN KUMAR K 86 | 4INI6EC417 | NANDAN H R l
61 | 4INISECO73 | SAHANAHS 87 | 4IN16EC421 | PAVANKUMAR N l
*é"'»" | 4IN15EC074 | SAHANANG 88 | AIN16ECA22 | POORNIMIA B \
4JN15EC078 | SHREERAKSHA 89 | 4IN1GECA23 | PRASHANTH M P i
1 f 4JN15EC080 | SHRINIDHI G HEGDE 90 | 4IN16EC427 | RAMYA M
| 65 | 4JN15ECO81 | SINDHUAG 91 | 4IN16EC428 [ RAMYATR
| 66 | 4IN15EC082 | S SINDHU 192 | 4IN16ECA30 | RENUKAMM
|67 | AINISECO85 | SNEHAS 93 | 4)JN16FCA31 | SALEEM ISMAILS
B 68 | 4JINI5ECO86 | SRILAKSHMI NAYAKASR | 94 | 4JN16ECA33 | SHANKARACV
69 | 4JINISECO89 | SUPRITH H H 195 | 4INIGEC436 | SHARMILAM BHOUSLE |
70 | 4IN1SECO91 | SWATHIGS 96 | 4IN16EC439 | SINDHUDV !
71 | 4INISEC092 | SWATHISY 97 | 4INTAECO40 | KAVYAHM .
72 | AINISEC093 | SYEDA AYESHA SAMEERA ,

i




JNN College of Engineering
Department of Electronics and Communication

Industrial Trip to MCF Hassan on 29/03/19 for 6™ Semester students

Total Expenses of Industrial trip

Si No Expenditure Amount
1 Food expenses+fried rice parcel 9395-00
2 Miscellaneous(Cocunut+lemon+focus 140-00

light+biscuits)

3 Bus Fare ~ 20000-00
4 Driver (Byata +Expenses) 2115-00
5 Oranges 721-00
6 Paper plates +bin covers 255-00
7 Parking 280-00
8 Total 32906-00

Total number of students 69

Amount collected 69*500/- =34500-00

(-) Total expenses=32906-00

Remaining amount=
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The Principal

Jawaharial Nehru National College of Ewg
Navule, >

Shivamogga - 577 204

Sur,

fwa sub wmﬂwm*mﬂvmwuaumCmmFm- reg
HTY Ref 3TT# T4 /Your Letter 1% Dated 22 03 2016

Jude & wod q e g 81 e @ B Perpw sER & ad @
With reference o the above permussion s grven for wisiting our facility as follows

e Date . 29032019
HHU Time . 02:30 hrs
aifdrm ) #%n No of Persons - 82+06 Members

2

WUP) WG HHT F AT SN @
You will have 1o come walfun the tme stipulated

eaefve & Wfier s Afafale & wew A g & SR & AE GTHE &N

&m
You will have to sinctly follow the instructons of the Security regarding your

movement inssde MCF

HTF HTS -4 & fav wa oftags A @awen 5@ afy
You will have 1o make your own arrangements for to and fro transpon

KF
Page 01 of 02
Kl
WA ¥ATE Y9N @2T Indian Space Research Organisabion b



2-

gar) fAen eF 1Y W o fp W o) g9 av ® uq arey O ara-ara fE
GhR & ACUTEN &1 @raven =8} ¢ |

Our facility is 9 kms away from Hassan town and around or inside our facility there
is no possibility of getting any refreshments

sl R RN 1 arex T @ sy A 2

No foreign Nationals are allowed inside

ST Ieddliaa afdam s & semfa & s

No. of persons mentioned above only will be permitted

Wae1 Yours faithfully,

N “:&,_L
(& fezrarV Dinesh )
gR wwn @) Sr. Admn. Officer

SHIVAMOGGA-
577 204
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R Jawaharlal Nehru National College of Engineering, Shivamogga
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Ref. No.: JNNCE/
Date:22/03/19

To,

The Director,
Master Control Facility,

Hassan

Respected Sir,

Subject: Request to permit industrial visit to MCF, Hassan- Regarding

On behalf of INNCE, Shimoga, We are writing this letter to your kind concern for getting permission to
have an industrial visit to your organization MCF/ISRO. We are here by planning to organize an industrial
trip to Master Control Facility, Hassan for 6" sem ECE students JNNCE as a part of academics to excel
their knowledge. Our main motive behind this visit is getting actual knowledge of Space Science and
Satellite Technnlogy and its Application in communication filed. It is our firrn belief that your
organization can certainly provide us such information, which will help us and our students to
understand satellite communication system and the working and control of the satellites at MCF. We are
ooking forward for an opportunity, which will help us to get the practical knowledge as well as

heoretical approaches.

In this context,we kindly request you to give the permission for visiting MCF on 27 'March
019.Nearly 82 students will be the part of the trip accompanied by 6 faculty members. The list of
‘udents and faculty members are attached for your reference. Kindly do the needful and oblige.

1anking you,
Thanking and Regards

ners

Dr. H.R. Mahadevaswa

& |
Prinaipal

ntact Phone:9886537121, 8147292764 |
arla! Nehru National

Jawah

il id:ujwalaravi2004@jnnce.ac.in College of Engineering,

inasb@jnnce.ac.in

Shivamogga-
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Ref. No.: JNNCE/ AN
Student list — \\

Si.No | USN Name Si.No I R \ fﬁ&%ﬁ
"1 | 4INIGECOS6 | PAVITHRADB _ e ANTTECALS snﬁéﬁzﬂﬂf |
2 | 4JN16ECO61 | PRAINAR 45 | 4AIN17EC412- | SACHINB o
. 2. (4JN16EC062 | PRAJWALM | e T AINIGECO26 | G GOUTHKH s_r_gﬁsy\
| 4IN16EC063 | PRIYANKAN Y AINEECO0 || EELA;TRMA PRASHMEAR. |
"5 | 4INIGECOB4 | PRIVANKAR) 28 | onieecoss | HRUTHIKKB j
6 | 4INIGECO65 | RACHANAB 49 | aN16ECO27 | GururaiAM |
7 | 4IN16EC066 | RACHANA S GARA 50 | 4IN16ECOS4 | NAMRATHALR |
8 | 4IN16ECO67 RAJATHG T 51 k AINLGECOL7 | CHITRAKB _"W
9 | 4JN16EC068 | RANJITHAS 52 4;@:1'_';@}{:&.55_.'_][_&9%“5 - |
10 | 4AIN16EC069 RASHMI CV 53 4IN1GECO34 | KARANR R
A1 4JN16ECO70 SACHIN R 54 4JN16ECO44 MANJUNATHA M ] ______*Il
12 | 4IN16ECO73 | | SAHANAR 55 | 4JN16ECO19 J{DEEKSHAA .
13 56 | CHENNA KALYANA
_ 4JN16ECO72 | SAHANACR AINI6ECO15 | KEERTHI VARDHAN
14 | 4IN16EC074 | SAMPRITHA V SATHISH 57 AINIGECOIS | DARSHANPATILD
15 | 4JN16ECO77 | SANJAY B 58 | A4INIGEC022 | GAGANGL
16 | 4IN16ECO78 | SANNIDHIMSS T 59 | 4INIGECO09 | ASHAHN
17 | 4IN16EC116 | VIMAKM 60 | 4INIGECO38 | KUSUMAS
18 | 4INI6ECO83 | SHEETHALH T 61 | AINIJECAO1 | ARCHANAV
To TaN1GECOB5 | SHREVASB | 62 | ANITECAD> \SEVANTHIBA
50 | 4INI6ECO86 | SHREYASIS | 63 | aN17ECA0S | DARSHANR
21 | 4IN16ECO88 | SHRISHAT M il 64 | 4IN16ECO20 DEEKSHABGOUDAR -
5> | 4JN16EC089 | SHRUTHIG 65 | 4N17ECA17 | SHRAVANIS .
53 | 4JN16EC090 | SHUBHAN HK ~ | Te6 | ami7ecao2 | BPOOA -
>4 | 4JNIGEC091 | SNEHAPVERNEKAR | 67 TANIZECAIL | NEHAS
¢ | aJN16EC092 | SONALIS | 68 4IN16ECA02 | Chaitrac
_26 :_‘“_’“@0;53 _q_ASéUJANYA |\.-"|_N "_‘_____ﬁg_r B 4JN16EC408 ng_a\n E -
27 | 4IN1GECO94 | SOWIANYAJAIN | 70 | ¢ “AIN16ECO46 | MEENAKSHIN
28 | 4INIGEC095 SPANDANA S D T | oa 4INI6ECO25 | GOUSEPASHA
29 | AINIGEC097 | SUHASS T[T 72 | aINIGECODT | ANITHAKP
30 | 4IN16ECO98 SUHAS S NAIR 73 4JN16ECO36 | KARTHIKAJ
31 | 4INIGECO99 | SUPRIYAG A 78 | AINIGECO40 | MAHANTESHM
32 | 4INIGECI00 | SUSHMITHASS 75 | AINIECO3L | HarishG
33 — | 16 | VIANJU KARABASAPPA

Tt MIAAREE 4JN16EC043 k UKKUND __————
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NATIONAL EDUCATION SOCIETY(R.),SHIVAMOGGA.

(Aproved by A1.C.TE, and Affiliated to Visvesvaraya Technological University )
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Ref. No.: JNNCE/

(34 | 4IN16EC103 | TEJAS KUMARG N \ 7] 4JN1SECO55 ]_Prad\,rumnaHR ]

35 | 4IN16EC104 | TEKOOR SAPNARK‘ aJN16ECO29 | Hanumantha

(36 | AIN16EC105 | THEIASHREEL |7 79 | 4INL7EC422 | Vijay Kumar G. T
'37 | 4INIGECI06 | TILAK PRASADKM | 80 | aN17ECazs | RavishlS |
38 4JN16EC107 _Mi q___s_]j 4JN16EC113 tVARSHITHAC j

39 | AINIGEC108 | USHAR) |82 | am16ECIIS | VASUKIHA
40 | AIN16EC109 | V SHRUT! ]
21 | AINT6EC110 | VAIBHAVJAIN

List of faculty

___él No '_r_"_NFaAme o Designation o D_épartment _ ]‘
1 | or Manjuatha | Professor and Electronics & {Zommumcatlon \
] ____E______ Head S - 4\
2 Ujwala B.S Eggt_ant Prqie_gfor Elertromcs & Commumcatlon
3 Nallﬁa SB Assistant Prcfessor__ Electromcs & Commumcatmn

E!EC['DHIE‘ & Commumcatmn

Aml I{umarJ hsmstant Professor
Prashanth G.S | Assistant P Professor Eiectromcs & Commumcatmn

5
é SFwetha B Assistant Professor E'.ectromcs & Cnmmumcatmn \

Pﬁndpal 1
na
) wahaﬂameh.ru B
ey f Engineerife
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\} National Education Society(R) Jawaharlal Nehru National College of Engineering, Shimoga

Date:29/3/2019

< Internal Quality Assurance Cell(IQAC)
Department of Electronics and Communication Engineering
Institution of Electronics and Telecommunication Engineers, Shivamogga Centre
Industrial Trip to MCF ;Hassan
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A ,} National Education Society(R) Jawaharial Nehru National College of Engineering, Shimoga
e et *

Date:29!3-’2mg

-:Es::i‘ Internal Quality Assurance Cell(IQAC)
Department of Electronics and Communication Engineering
institution of Electronics and Telecommunication Engineers, Shivamogga Centre
Industrial Trip to MCF ,Hassan
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Internal Quality Assurance Cell(IQAC)

Department of Electronics and Communication Engineering

Institution of Electronics and Telecommunication Engineers, Shivamogga Centre

Industrial Trip to MCF ,Hassan

auunal education Society(R) Jawaharlal Nehru National College of Engineering, Shimoga
]

Date:29/3/2019
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Date:30/3/2019

REPORT

The department of Electronics and Communication Engineering of Jawaharlal Nehru National
College of Engineering, Shiv

amogga in association with [ETE Shimoga Centre has organized an
Industrial trip to Master Control facility, Hassan 1o 6"

semester students of ECE on 29/3/2019. The
team lead by Dr.P.Manjunatha .Professor

and Head dept of ECE accompanied by four faculty
members Mrs. Ujwala B.S, Mrs.Nalina S.B, Mrs.Shwetha B and Mr. anil Kumar J departed the city at
around 7AM on 29/3/2019. Almost 69 students were part of the event.

The team arrived at  MCF hassan at 2.00 PM via Belur and Halebidu. Mr.Yesobu Bach
.Sr.Scientist, MCF has delivered an informative lecture on the motive of the Master control facility and
also the main theme of the centre. The scientist also explained the details satellites used for different
applications and their design aspects. The students got good knowledge about the satellites and the

Acrospace Stations. The team left the MCF at 5.30 PM and visited the Pushpagin on the way and
enjoyed the beauty of the place in the evening.

The team returned back safely and reached Shivamogga at 9.30 PM . All students were
ascinated and overwhelmed by the visit.

(Dr. A Manjunatha)
Chairman, IETE Shimoga Centre
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To.
The General Manager,

Corporate Communications,
Karnataka Power Corporation Ltd.,

Shakthi Bhavan,
482, Race course road,

BANGALORE-577435

z

T —

Sir,
Subject: Permission to visit the Vaarahi Power Plant and Mani dam-reg.

ubject, about 70 pre-final year B.E. students of our

Vaarahi Power Plant, on 13™ Oct’2017, along with
lant,

With respect to the above s
branch, intend to visit the esteemed
the Staff members. This visit will give them a direct practical exposure of a Power p
which is installed underground. They

Please grant the permission to vi

also intend to visit Mani dam, same day.

sit the Power plant and Mani dam.

p Thanking You,
- Yours faithfully,
| . /)(/// (%
Ercds Lior of okwt - Head of the dept.,
Co ik o 1= E.E.dept., JN.N.C.E.
— ‘ofessor and Head
M~ . C/h o) Arog L,) elhenrs Dept. of Electrcial & Electronics Engg.
- Jawaharlal Nehru

National College of Engineering

98447 - 6236 A SHIMOGA-577 204,

—
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- 08182 - 276707 ¢
0276709 Fax:08182- 222450, Website : www.jnnce.ac.in E-mail : principal@jnnce.ac.in
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List of the Students and Staff me

5" EE Students list:

' SLNo |
1 POOJ.\ B
2 Daxhann T
3 \10hammcd F amoq Il S
4| *Afreen Taj KH
5 ‘ AnithaK S
T 6 — ‘AnkithaR -
7 [*Architha -
7§ | AshwinS
T'T“ Bhoomika S Gudigar
10 | *ChaitraGB
T 11 | *Deekshitha TK
T Divya Laxman Harmalkar
13| Divyajyothi M
14 | DixithB
15 | G B Shashikumar
16 | Ganeshprasad MR
17 | GayitriN
18 | *Harshith C
19 | *Hemashree E
20 |KavyaN
21 | Likitha A
72 | Madhukar KE
73 | Manoranjan R
24 |MeghaCR
25 | MeghaHR
26 | Nireeksha HN
27 | Patsy Smitha Lobo
28 |PriyaSM
29 | Rachana 3 \%
30 | Rakesh Kumar R
31 | Ranjitha G
32 | Rukshana M S
33 | Samreen Banu (##)
34 Sharathkumar Goudar.
'375—" Shru.dhar Rao N R o
36 | Siddharthini H M
37 “Sumanth N
_dig::*SwnmaL

Name of the Student

mbers visiting VAARAHI
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4JN15EE037
4JN15EE038

M
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POWER HOUSE and MANI DAM

Date: 27-09-2017
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Ry | NGRS
55 | Kushal B 4JN16EE406
56 | Md. Zakeerulla T Z 4IN16EE407
57 | PradeepKH 4IN16EE408
58 | RakshithaK 4IN16EE409
59 | Roopa chavan 4JN16EE410
60 | SamarthM S 4JN16EE411
61 |SeemaN 4JN16EE412
62 | Sindhushree S 4JN16EE413
63 | Suneeta Maharudrappa B 4IN16EE414 J
64 | Sushmitha CM 4IN16EE415 |
65 | Swaroop SV 4IN16EE416 |
66 | Yashaswini V 4IN16EE417 B

List of the Staff members:

1 Mr.Chandrashekhara. S Phone: 9844762369
2 Mr.N.G.Ajjanna 9686799389.
3 Ms. N.P.Suneetha
4 | Mr.Vidyashankar. M I -
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Report on Industrial visit 2018-19

An industrial visit was scheduled for the students of 6" semester, information science and
engineering on 04/05/2019 to “DXC Technology™ IT SEZ Nidige, Machenahallli, Shimoga to

enhance the student’s knowledge on advanced IT technology. 72 students visited the industry.

Students became more aware of industry practices and regulations during this industry
visit. A session on diversified technologies like Java, Android, Python and Cloud Computing
was given by Rashmi Suryanarayana, the technical head from DXC Technology. They motivated
the students to select their domain, area of interest and also guided the students to select the areas
like web development, mobile application development, software testing and its importance in

the current software market. She gave a brief introduction of DXC Technology to the students.

The session was concluded with Question-Answer session. After technical talk students
interacted with technical head on current demanding technologies, market scenarios. Students
were taken on rounds to various departments in industry and briefed on working of various
departments in DXC technology. They cleared all the doubt and myths which was in students
mind about the technologies and IT sector. All students were satisfied after the session. An
overwhelming response was given by the students after this industry visit. The faculty who
accomponied expressed thanks to the technical head and all the team members of DXC

Technology,who spent their valuable time with students.

W/

Mr. Chethan G S

Asststant Professor — ¢ "
.
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Interaction with Students and Faculties




i

~

National Education Society ©

JAWAHARLAL NEHRU NATIONAL COLLEGE OF ENGINEERING, SHIVAMOGGA
Department of Information Science & Engineering

Session on diversified technologies

AINERY

[72:17

T

20

=2

19-5-4.12:13



t W,
k&\‘;@\ National Education Society ®
,:: N EE‘] JAWAHARLAL NEHRU NATIONAL COLLEGE OF ENGINEERING, SHIVAMOGGA
'; 8 S Department of Information Science & Engineering

Group photo @ DXC Technology
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